International Journal of Computational Intelligence and Informatics, Vol. 1 : No. 3, October - December 2011

Clustering of datasets using PSO-K-Means and PCA-K-means

Anusuya Venkatesan Latha Parthiban
Manonmaniam Sundaranar University Computer Science Engineering Department,
Tirunelveli- 605014, India S.S.N College of Engineering,
anusuya_s@yahoo.com Chennai — 600 004. India

lathparthiban@yahoo.com

Abstract

Cluster analysis plays indispensable role in olngiknowledge from data, being the first step itadaining and knowledge
discovery. The purpose of data clustering is teatthe data patterns and gain some initial insigbgarding data distribution.
K-means is one of the widely used partitional @tisg algorithms and it is more sensitive to ousliand do not work well with
high dimensional data. In this paper, K-means ghbntegrated with other approaches to overcomstibrtcomings hereby
improving the accuracy of clustering. In this pagssic k-means and the combination of k-means VACA and PSO are
applied on various datasets from UCI repositorye €kperimental results of this paper show that RS@eans and PCA-K-
Means improves the performance of basic K-meaterins of accuracy and computational time
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1. Introduction K-means is the most commonly used partitional ekirsg
algorithm but the major problem of K-means is teéestion

Data clustering is a technique in which data wililsr e initial partition and its convergence todboptima.The
characteristics are grouped together to form ciestey,qic K-means algorithm is simple and fast. Theetim

Clustering has been studied by many researchera fong complexity of K-means is O(I* k*n), where | is tmeimber of

time and been applied in areas such as patterrgméion, o ations |, k is the number of clusters and mésnumber of
gene expression analysis, customer segmentationagdnal a4 jtems. To detect the optimal number of chsstasers

research and etc. Clustering techniques are g&nerglg iy run the algorithms repeatedly with differgalues of
categorized into hierarchical, partitional, densttgsed and | o q compare the clustering results.

grid based clustering [10].

. . . ) _Algorithm 1: The k-means clustering algorithm
Hierarchical Clustering:These methods start with each poingpq algorithm operates on a set of d-dimensioneiove, D =

being considered a cluster and recursively combpimies of {x|i=1,...,N}, Wheree R denotes the ith data point.
clusters (subsequently updating the inter-clustistadces) = ’ Y '

until all points are part of one hierarchically stmicted The algorithm is initialized by picking k pointa R as the

cluster. initial k cluster representatives or “centroids”.
Choose K centroids at random or using hieraathic
clustering.
2. Make initial partition of objects into K cluste by
assigning objects to closest centroid.
Calculate the centroid(mean)of each of theustelrs.
a) For object i, Calculate its distance to eadhthm
centroids.
b) Allocate object i to cluster with closest ceidro
c) If object was reallocated, recalculate centrdidsed on
new clusters.
Repeat step3 for objecti=1to N
Repeat 3 & 4 until no reallocations occur.
Assess cluster structure for fit and stability.

Divisive or Partitional Clustering:Partitional clustering, on
the other hand, performs a partition of patterms Khnumber

of clusters, such that patterns in a cluster are rsiondar to

each other than to patterns in different clusteexent studies 3
have shown that partitional clustering algorithmie anore
suitable for clustering large datasets.

Density Based Clusteringn which neighbours are grouped
based on their density in the area.

4,
Grid Based clusterinigwhich quantizes the space into finite5
number of areas and then they perform their operatin 6.
each area separately. '

The key idea of using Particle Swarm Optimizaf{B80) is
to create a population of candidate solutions to an
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optimization problem, which is iteratively refinedy o represents the inertia weight to control the spdexhch
alteration and selection of good solutions for thext
iteration. Candidate solutions are selected acogrdb a
fitness function, which evaluates their quality twiespect to
the optimization problem. cl,c2 are two positive constants known as cognitive souial
components. The velocity is calculated based orwique
The objects or particles are clustered or grougsith on the velocity, cognitive component and social compasefihe
principle of maximizing the intraclass similarity ndh pseudo code of PSO is presented below;,
minimizing the interclass similarity. That is, stars of

generation of particles anB{id = Xid + Vld (2)

objects are formed so that objects within a clubtare high 1. Generate random population of N
similarity in comparison to one another, but areryve solutions(particles);
dissimilar to objects in other clusters. 2. For(i=0;i< Swarm Size;i++)

3. Evaluate fitness f(x
The paper is organized as follows. The sectioftBis paper 4. Initialize the value of weight factom,
briefs the procedure and functionality of PSO wisiéetion 3 5. while (termination condition is not true)
deals with PSO-K-means, a combination of PSO amdg&ns 6. {
to perform clustering. The combination of principal 7. for(i=0;i< Swarm Size;i++)
component analysis and kmeans is described in dpedti 8 {
The experimental clustering results of various skis 9. if(f(x;)>pbes) pbestx;;
implemented in MATLAB are produced in section 5. 10. if(f(x;)>gbes) gbestx;

11. Update(Position xVelocity v);
2. Particle Swarm Optimization g ;Evaluate f9;
PSO is a population based stochastic optimizatahrtique 14.}

developed by Dr. Eberhart and Dr. Kennedy in 19§5]fI],
inspired by social behaviour of bird flocking ostischooling 3. PSO-K-means
and has been rapidly applied to data mining taskh ss
classification and clustering to optimize the resuClustering
using PSO has been applied in wireless sensor rietvj2],
tested against random search and simulated angealird 1
found to be more robust. PSO has also been apjplied; ... . . ; ; -
document clustering [3] whicdemonstrated that the hybridlgltkalcllzl:g?etrgiiFsatl_mdes’ the data points aredamly assigned
PSO glgonthm generated more compac_t . clusters 2" Particle fitness is evaluated based on clugyariiteria.
comparison to the K-means algorithm. Combining Kanse

and PSO[4] for data clustering achieved not onlgt fa
convergence to optimum solution but also higherueaxy.
PSO-Kmeans is successfully demonstrated on Buslatds
for static and transient security evaluation[12g Mariants of
PSO and its applications are proposed in [8] arid [&
disadvantage of the global PSO is it tends toréyeped in a
local optimum under some initialization conditiofis[

3.1 Procedure of PSO-K-means

In the context of PSO-K-means clustering, before

2
‘ ®3)

K
F(j)zllN%ZXDKi

xj—Cl‘

e fitness function of the particle j, betweenagadpoint x;
~ and the cluster center; Cto minimize the sum of squared
distances from all points to their cluster centreguld result

. . ) in compact clusters. N represents the total nundfedata
In PSO, the potential solutions, called particlesarches the points in the clustering process.

whole space guided by its previous best positice¢band 3 The velocity and position of the particle aredified using
best position of the swarm(gbest). The velocity position of eqn (1) and (2).

the particles are updated based on its best experidhe 1
particle of swarm is representedXas (X1, X, ..., Xip) while
the velocity fori" particle is represented &= (Viy, Vo, ..., a) The data set is reassigned to clusters rdiogp to
Vip). The best previous position (the position giving test .ot rule.

fitness value) of thé" particle is recorded and represented as b) Cluster centroids, fitness value are radated and
pi = (P1, P2, --- , Pp)- At each step, the particles aréyositions are updated. ’

manipulated according to the following equationsdd (2): 5 f the position is satisfactory or the maximuteration is

\{d =“5'(d +Tm®( B é)_,_ 5 raf) EE_ @ ) reached, the process is stopped. Otherwise, regstep 2.
Cluster Validity

4. The new generation is optimized by K-means a®rgi
below.
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In order to improve the PSO-K-means as an autonuaté&; dataset and the histogram of breastcancer aftstecing by
the validity measure is calculated as the ratiovbeh intra PSO-Kmeans is shown in Fig. 2.
cluster distance and inter cluster distance asqim (d). The

clustering which gives a minimum value for the ddii

measure gives the ideal valuekof

Validitycusier= Intra / Inter (4) 45 ‘ ‘ ‘ ‘ | e Cluster1
e  Cluster 2

Cluster 3 |]

4. PCA-K-Means 4

Principal component analysis is invented by KadriBen[11] 35 ° ]
and the general idea of using PCA is to reduce the e %ee “eee o
dimensionality of data prior to some other statati 3t o oo see  cece oo oo
processing. Dimension reduction is closely related A IR T A °
unsupervised clustering. PCA based data reduction 25¢ A e
outperforms traditional noise reduction techniq@es has .

been applied to clustering gene expression pr¢fitds PC 4 45 6 65 7 75 8
has also been demonstrated in the applications agé f Fig. 1 K-means clustering on Iris dataset
recognition, image compression, and to find pagemhigh

dimensional data.

ale
o
ol

The main objective of using PCA is dimensionaligguction
of data and to find new underlying variables. Apra@ach to
find or extract key components from original datfluences
the division of clusters. Principal component gesl is one
such approach constructs a linear combination @kt of 400
vectors that can best describe the variance of data

600

It is more common that PCA can be used to projeetdata
into lower dimension subspace by picking up the aeth the
largest variances. After finding reduced datasetse#ns is
applied to perform clustering.

200

0
4.1 Procedure of PCA-K means 1 2 3 4 5 7

1. X represents the original data matrix, Y repnesehe Fig. 2. Histogram of PSO-K-means clusters of aBteCanceBfor

centered data matrix Y=(y1,y2...yn) whe¥e™ X 7% K=5

X =>x/n ; -K-mei
represents centered data matrix where 9. The overlapping data are very less when PSO-K-me&ans

2 Find covariance matrix YYT. being applied on Iris compared to basic kmeang.. ¥shows

3. Choose first p principal components having latge the clustering results of Iris dataset using PS@wans for

variances. the parameters N=50; c1=1.2; ¢2=1.2; wmax=0.9; wis;

4. Form transformation matrix W consisting of pngipal M=200; K=3, Fig. 4 shows the bestfit of objectivenétions

components. _ for the population of size 100 and first three pipal

5. Find the reduced projected dataset D . _ components are considered for PCA-Kmeans and the

6. Partition the D data points into K number ofsthrs using . _ .

K-means :where K is the desired number of clusters. cI_usterlng result; of PCA-Kmeans for K=3 shown |g._F5and
Fig. 6. The distance between cluster centers(inaajl
distance between data points within a cluster()rtalculated

5. Experimental Results by Kmeans, PCA-Kmeans and PSO-Kmeans are mentianed
Tablel. The number of clusters for all datasetseisas K=3

In order to evaluate the performance PCA-KmeansR®0- and D represents the dimension. And also the caatipat

K-means, experiments were conducted on varioussea time T taken by all three methods on different sets: is
from UCI repository. Fig. 1 shows Kmeans clusteraidris given in Tablel.
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Fig. 3. Clustering results of PSO-K-means for K=3.
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Fig.4. Optimal trajectory fitness of Iris
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PCA-K-Means Clustering on Wine data

Fig.5. PCA-Kmeans of Iris for K=3

Table 1 Clustering results of Kmeans , PSO-Kmeas PCA-Kmeans
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Fig.6. PCA-Kmeans of Glass for K=3
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Data sets Number D Clusters Methods Inter Intra T(sec)
of Rows
K-means 0.3391 141.9761 0.1172
Iris 150 4 3 PSO-K-means 0.3021 182.65 0.2098
PCA-K-Means 0.2907 202.94 0.10053
K-means 49.1408 2.1952e+004 0.2133
Wine 178 13 3 PSO-K-means 49.1408 8.421e+008 0.1998
PCA-K-Means 49.1407 7.0474e+008 0.1553
K-means 0.0324 176.8620 0.4178
Yeast 1484 8 3 PSO-K-means 0.0321 170.0321 0.7865
PCA-K-Means 0.0334 171.0200 0.6530
K-means 1.1707 619.3305 1.7723
Breast Cancer 683 9 3 PSO-K-means 1.1452 900.3425 0.9231
PCA-K-Means 1.1610 885.4082 0.1817
K-means 0.3919 2.5895e+0038 0.2277
Glass 214 10 3 PSO-K-means 0.4532 143.9837 0.4421
PCA-K-Means 0.5505 120.5666 0.2783
. K-means 11.8121 984.89 0.7076
'ai'g’oerr ders 345 7 3 PSO-K-means 11.3256 991.23 0.6789
PCA-K-Means 10.5584 7.7847e+008 0.4081
) K-means 0.0556 23.8656 0.2086
ecoll 336 8 3 PSO-K-means 0.0556 47.4532 0.2341
PCA-K-Means 0.0552 50.2604 0.1811
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6. Conclusion

of PSO and fast convergence of Kmeans. PCA-Kmeans

generates clusters with minimum sum square Err8EJSn

The limitations of K-means can be overcome by the t
approaches PSO-K-Means and PCA-K-means. PSO -K-#/e
performs faster clustering as well as can avoi@lloginima
being trapped by basic Kmeans. Hence, the propoé:ég
combination of PSO-Kmeans utilizes the globalisegirshing

[7]
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